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MATERIALS and METHODS

DEEP LEARNING MODEL

SRCNN - Super-Resolution using Deep Convolutional Networks 

SRCNN (Dong 2015) learns an end-to-end mapping between 
low- and high-resolution images, with little extra pre/post-
processing beyond the optimization. 

The main difference between SRCNN and transitional methods 
is that the sparse-coding based SR method can be viewed as a 
kind of convolutional neural network (CNN). 

In our CNN, the low-resolution dictionary, high-resolution 
dictionary, non-linear mapping, together with mean 
subtraction and averaging, are all involved in the filters to be 
optimized. So the SRCNN method optimizes an end-to-end 
mapping that consists of all operations. 

RESULT

EVALUATION 

We have used two standard metrics called Peak Signal-to-
Noise Ratio (PSNR) and Structural Similarity (SSIM) in order 
to compare the SRCNN, SRDRM and the interpolation 
models’ performances. The PSNR approximates the 
reconstruction quality of a generated image x, compared to 
its ground truth y based on their Mean Squared Error (MSE) 
as follows: 

On the other hand, Structural Similarity (SSIM) compares the 
image patches based on three properties: Luminance, 
Contrast and Structure. The measurement or the prediction 
of the image quality is based on an initial uncompressed or 
distortion-free image as reference. It can be defined as: 

RESULT 

Our results suggested that bilinear interpolation is a simple 
but roust method for precipitation image. This is because 
precipitation map is relatively simple and a simple bilinear 
interpolation can capture the image patterns. On the other 
hand, the two deep learning models performed differently. 
The SRDRM model had better performance compared to 
SRCNN, and SRDRM was the best model for 2x upsize. 

INTRODUCTION

ABSTRACT 

In this study, we proposed to apply deep SR models in 
generating high-resolution precipitation images. Specifically, 
we evaluated the Super-Resolution Using Deep Convolutional 
Networks (SRCNN) and Super-Resolution using Deep Residual 
Multipliers (SRDRM). We also included two interpolation 
methods bilinear and kriging as a comparison of deep SR 
models.
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DATA PREPARATION 

In this study, we downloaded the ERA5 hourly precipitation 
from ECMEF. We collected the hourly ERA5 precipitation 
from day 1 to day 365 in 2017 by added the hourly 
precipitation to 24-hr precipitation.  

To slice the training images, we moved a window with fixed 
size across the study area. We chose a fixed image size of 64 
x 64 (16 degree x 16 degrees) and a fixed strip size of 4 
degrees. The image size are selected to accommodate 
between having high resolution images and having sufficient 
training. Because the areas in the ocean are cells with  NA 
values. To eliminate the amount of Na's in the training 
images, we only selected images that has landcover greater 
than 95 percent. Overall, we selected 32 images pre day and 
4132 image for the year of 2017.

DOWNSCALING 

We downscaled the HR images (64 x 64) in 2x (32 x 32) and 4x (16 x 16). The 
trivial average of the nearest 4 pixel is applied to generate the 2x downscaled 
images, while the nearest 16 pixel is used to generate the 4x downscaled images. 
An example of 2x and 4x downscale is shown on Figure.  

INTERPOLATION 

In this study, we chose the standard bilinear and the advanced kriging as the 
representative for interpolation methods.  

• Bilinear interpolation uses the weighted average of two translated pixel values 
for each output pixel value.  

• Ordinary kriging models spatial variability of observed data by constructing a 
semi-variogram. In this study, we fitted the semi-variogram using a spherical 
model that is commonly used in interpolation studies.

 Scale  Score  Bilinear  Kriging  SRCNN  SDRM

 1/2
 PSNR  31.349  31.454  30.195  32.296

 SSIM  0.940  0.937  0.906  0.956

 1/4
 PSNR  26.863  26.881  25.866  26.867

 SSIM  0.859  0.859  0.802  0.880

SRDRM - Super-Resolution using Deep Residual Multipliers 

The core block of SRDRM (Islam 2019) model called Deep 
Residual Multiplier (DRM) which contained 10 layers structure 
to learn the input features and one de-convolutional layer for 
up-scaling. The 10 layers learning structure incorporated one 
convolutional layer, 8 residual layers, and  convolutional layer.    

Therefore SRDRM architecture could learn and generate 2x, 4x 
or 8x HR predicted images by applying 1, 2 or 3 DRM blocks. 
When finish learning, additional convolutional layer and a non-
linearity after the final DRM block could help to reshape the 
result features. In the training progress, we use 30000 epochs 
and 128 as the batch size for both 2x and 4x in training.
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Ground Truth

2x Downscaled Bilinear Kriging SRCNN SRDRM

4x Downscaled
ssim: 0.948 psnr: 30.058 ssim: 0.950 psnr: 31.049 ssim: 0.887 psnr: 29.299 ssim: 0.947 psnr: 31.020

Ground Truth

4x Downscaled

ssim: 0.868 psnr: 26.674 ssim: 0.852 psnr: 26.166 ssim: 0.712 psnr: 24.574 ssim: 0.900 psnr: 28.100

2x Downscaled Bilinear Kriging SRCNN SRDRM

ssim: 0.968 psnr: 31.295 ssim: 0.952 psnr: 31.003 ssim: 0.889 psnr: 29.697 ssim: 0.931 psnr: 30.084

ssim: 0.879 psnr:26.487 ssim: 0.869 psnr:25.962 ssim: 0.650 psnr: 25.233 ssim: 0.902 psnr: 27.300

Figure 1. An example of daily precipitation map  in study area on September 19, 2017

Figure 2. Stats for slicing training image by image size and precent of land cover

Figure 3. An example of 2 time and 4 time downscale for image 21 on 
September 19, 2017

Figure 4. Example of ground truth and predicted images for 2x and 4x for image 21 (above) and image 26 
(below) on September 19, 2017 

Figure 5. SRDRM Loss during the training for 2x (above) and 4x (below) 
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